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Course Organization

» Problem class to accompany Adaptive Systems VO (442.011)
» Problem class handout:

» https://www.spsc.tugraz.at/courses/adaptive-systems.html
» 3 homeworks: 30-35 points each

» 3 problems
» 1-2 bonus problem(s)
» Newsgroup: https://news.tugraz.at
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Before we start...

.. a short reminder

Presentation of Bachelor Theses, Master Theses and Master Projects at the SPSC

» Friday, 18.10.2019

» at 15:00

» in the SPSC Seminarroom (IDEG134), ground floor, Inffeldgasse 16/c
» afterwards there will be pizza, beer and demos!
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Recap and roadmap for today

Last Week:
» 1.1 — LS optimal filtering
» 1.2 — Gradient Calculus

This Week:
» finish 1.2 — Gradient Calculus
» 1.3 — autocorrelation (expectation)
» 1.4 — Wiener Filtering (first try)
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Optimum Linear Filtering

Adaptive FIR Filter: N coefficients and order N — 1
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Optimum Linear Filtering

Adaptive FIR Filter: N coefficients and order N — 1 a ...scalar
a ...vector
A ... matrix
y[n] = "x(n]
o x[n]
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Problem 1.1.

LS-optimum filter:
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Problem 1.2.

The previous problem has demonstrated that gradient calculus is important. To practice
this calculus, determine VcJ(c) for the following cost functions:

(i) Je) =K

(i) () =cTv=vTc=(c,v)
(iii) J(c) =cTe=lel* = (c, ¢)
(iv) J(c) = c"Ac, where AT = A
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Problem 1.2.

The previous problem has demonstrated that gradient calculus is important. To practice
this calculus, determine VcJ(c) for the following cost functions:

(i) Sle)=K — VcK=0

(i) Je)=c'v=v'c=(c,v) — Vecv=y
(iii) J(c) =c"e=lel* = (c, ©)

(iv) J(c) = cTAc, where AT = A
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MSE Optimal Filtering

Wiener Filtering

When we assume that x[n] and d[n] are stochastic processes we can write a stochastic
cost function as

Juse(c) = E[|e[n]\2] ... Mean Squared Error (MSE)
and the optimum solution in the MSE sense is obtained as:

cmse = argmincJuse(c).
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Problem 1.3.

The autocorrelation sequence of a stochastic process x[n] is defined as
rex[n, k] := E[x[n + k]x*[n]] .
If x[n] is stationary, then the autocorrelation sequence does not depend on time n, i.e.,
r[k] = E[x[n + k]x*[n]] .

Calculate the autocorrelation sequence for the following signals with A and 6 are
constant and ¢ uniformly distributed as ¢ ~ U(—m, 7]. Are they stationary?

(i) x[n] = Asin(0n)
(i) x[n] = Asin(0n+ ¢)
(iii) x[n] = Ae/l0r+¢)

B Adaptive Systems UE (442.012) Friday, 18.10.2019



MSE Optimal Filtering

Wiener Filtering

We now assume x[n] and d[n] to be (jointly) stationary stochastic processes. The cost
function is now stochastic

JIuse(c) = E[|e[n]\2] ... Mean Squared Error (MSE)
and the optimum solution in the MSE sense is obtained is found as

cmse = argming Jusg(c).
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MSE Optimal Filtering

Problem 1.4. For the optimum linear filtering problem, find cusg (i.e., the
Wiener-Hopf equation). What statistical measurements must be known to get the
solution?

d[n]

unknown
system

adaptive
filter

x[n]

____________________

B Adaptive Systems UE (442.012) Friday, 18.10.2019 11-



MSE Optimal Filtering

Problem 1.5. Assume that x[n] and d[n] are a jointly wide-sense stationary,
Zero-mean processes.

(i) Specify the autocorrelation matrix Ry = E[x[n]x"[n]].
(i) Specify the cross-correlation vector p = E[d[n]x[n]].
(iii) Assume that d[n] is the output of a linear FIR filter to the input x[n], i.e.,
d[n] = h"x[n]. Furthermore, dim (h) = dim (c). What is the optimal solution in
the MSE sense?
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